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T Twitter has allowed textual data to be collected using Text Mining and Sentiment 
Analysis techniques in the age of social media in which user-generated content 
becomes redundant. However, due to some inconsistencies, Text Cleaning plays an 
important role before Text Mining and Sentiment Analysis techniques can be 
conducted. Hence, this study is conducted to discover the capabilities of Text 
Cleaning, Text Mining and Sentiment Analysis in three different data mining tools: 
SAS® Text Miner (proprietary text mining tool), Python and R programming 
(open-source text mining tools). These data mining tools were used to conduct the 
Text Cleaning, Text Mining and Sentiment Analysis and their capabilities such as 
features, functions and characteristics were evaluated and investigated, to conduct 
this comparison study. All the proposed research objectives were met successfully 
even with the given limitation. A movie critique Dictionary is one of the major 
theoretical implications of this research. Based on our analysis and results, 
developers or educational practitioners can discover what is important and what 
is unimportant when conducting Text Mining and Sentiment Analysis. They will 
also obtain insights and guidance on how to conduct Text Mining and Sentiment 
Analysis using SAS Enterprise Miner, Python and R.  
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1.0 INTRODUCTION 
 
Social media example Twitter, Instagram, Facebook and so on, have become a common repository of 
knowledge containing the state of mind of humans on various subjects since the transformation of Web 
3.0 This is because social media platforms have enabled the social media users to broadcast their 
personal status, random thoughts and opinions regarding to any topic of their interest in a split second, as 
long as they are equipped with devices and connected with the Internet connection. This scenario has led 
to the growing volume of user generated data in social media. According to [1], user generated content 
contains valuable opinions (corpus) from the public. If the content is mined and analyzed properly, it can 
turn out to become useful knowledge and beneficial for variety applications that require text mining and 
sentiment analysis results.  

 
Text Mining  or text analytics is a technique used for discovering interesting patterns and trends from 

gigantic amount of text data [2]. Numerous recent studies with a wide variety of applications have applied 
text mining method such as Sentiment Analysis to analyze and discover insights from social media 
platforms [3] – Twitter, Instagram, Facebook, Reddit, Snapchat, etc.  For instant, SA has been applied to 
mine public opinion on social media platforms about customers’ feedback and their experiences on 
products [4] and services [5-7], predicting elections and candidates popularity [8-9], analyzing cyberbully 
behavior and patterns [10-12] and health public information [13-14],  and many more. Organizations are 
constantly discussing the preference of one software tool over another considering factors like 
employee’s current technical skills, learning ability and the graphical capability of the tool [15]. There are 
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a lot of journal articles discussing on the use of Text Mining and Sentiment Analysis on different fields, 
comparing different Data and Text Mining Tools, but only few of them had discussed on the Sentiment 
Analysis features present in different tools and very few discussed on detail on the level of Sentiment 
Analysis the tools can perform [16-25]. Based on the above discussions, it is worthy to conduct an 
overview and a comparative analysis of SAS Enterprise Miner (proprietary text mining tool), Python and 
R programming (open-source text mining tools) respectively based on their capabilities to answer the 
following research questions: 

 
a. Which tools have more capabilities in terms of cleaning the texts, performing Text Mining, and 

Sentiment Analysis?  
b. Which tools perform better in terms of execution of code/node, results exportation, graphical 

capabilities and user-friendliness?  
c. Which features, or functions are important in a Text Mining and Sentiment Analysis tool? 

 
2.0 LITERATURE REVIEW 
 
Text mining (TM) is also known as text data mining or text analytics. It is a procedure of extract, evaluate 
information and transform that information into valuable information for business benefits.  [26] stated 
that TM is a tool that discover new hidden information within new or previous information by extracting 
information from various written resources. Besides, [27] stated that TM refers to the process of obtain 
interesting and relevant information and identify pattern or knowledge from the unstructured 
documents. In addition, according to [28], TM is defined as a process of exploring a huge collection of 
documents for discover and utilize the knowledge that found in the document. Also, in [29] mentioned 
that even though Natural Language Processing (NLP) and knowledge extraction are essential steps when 
processing TM through adding the value to data cleaning steps to change unstructured data into 
structured data that appropriate for complicated analysis. However, NLP and knowledge extraction that 
concern on summing up document independently within the collection unlike TM includes identifying 
patterns or trends that cover the whole collection of the document. Text Mining process consists of the 
following basic stages (see Figure 1): 
 
 

 
 
 
 
 

 
 
 
 

 
 

 
 
 

 
 
 

Figure 1. Text mining process adopted from [6] 
 
Text Pre-processing or Text Parsing and Filtering - In this step, the text will be filter, parse and dictionary 
will be created according to machine language technique. Besides, text pre-processing is further 
categorized into 3 main phases: 
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a. Tokenization - The text will be segment into word and remove the blank space, comma, etc of 
the text document. 

b. Stop word removal - In this step, the tags such as XML, HTML etc. from the webpages will be 
eliminated. The stop words such as “a”, “of” “the”, “is”, etc. will be removed after the process 
of removing tags. 

c. Stemming - The process of identify the origin of specific word will be involving. 
 

Text Transformation - In this step, the text will represent by the word it carries and the number the word 
appears in the text document. There are two methods to represent text document: 
 

a. Bags of words 
b. Vector space 

 
Feature Selection - In this step, variable selection is involved.  Process of selecting relevant or concern 
variables to use in building model. 

 
TM Selection - In this step, method of data mining involved. Approaches such as clustering, predictive 
analysis, association classification etc. to extract the insight of the text document. 

 
Interpretation / Evaluation - In this step, the result of the TM will be interpreted. 

 
According to Jalanila & Subramanian [15], TM tools can be classified into three main categories: 

 
i. Proprietary - These TM tools are under or owned by a company. Firms that need to analyse 

to use these TM tools are required to purchase. Even though these tools are available in free, 
but the feature of the tools are limited for the user to utilize. For example, SAS and Discover 
text. 

ii. Open source - These tools are available for free, and user could download within the TM 
website.  For instances, Python, R programming, and KNIME. 

iii. Online - These online tools can be accessed from the website itself without downloading 
them. However, these tools only provide simple and limited functionality. For instance, text 
analyser, Voyant, etc. 

 
3.0 METHODOLOGY 
 
The method of research for the features, functions and key characteristics of the tools is conducted by 
reading product documentation online. In this study, SAS Enterprise Miner which has the text mining 
features  [30], Python and R [31] were used to conduct Text Cleaning, Text Mining and Sentiment 
Analysis. As a result, the capabilities, features, and functions were documented into a summary table as 
the result of the comparative analysis.  

 

Figure 2. Process flow diagram in SAS Enterprise Miner 

Figure 2 shows the process flow diagram for Text Cleaning, Text Mining and Sentiment Analysis, which 
is conducted in the SAS Enterprise Miner [20]. It consists of 5 main nodes: (i) File import, (ii) Text 
Parsing, (iii) Text Filter, (iv) Text Topic and (v) Text Cluster. 
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Figure 3. Process Flow diagram in Python and R 

On the other hand, Figure 3 illustrates a process flow diagram for Text Cleaning, Text Mining and 
Sentiment Analysis which is commonly used in in Python and R. It comprises 4 common steps – (i) 
obtaining data (corpus), (ii) text processing, (iii) text mining and (iv) sentiment analysis. The evaluation 
is, these tools will be compared based on aspects such as the ability to perform parsing, stemming, 
filtering, checking and correcting spelling, removing stop-words (text pre-processing); to obtain term 
frequency and term association (text mining); to conduct Sentiment Analysis on Document-level, 
Sentence-level and Entity-/ Aspect- level and obtaining results for sentiment scores, segregation of 
positive and negative terms (sentiment analysis).  
 

Their features, functions and key characteristics that are relevant to Text Mining and Sentiment 
Analysis were also discussed based on the data handling capabilities of the tools, execution of codes and 
nodes, exportation of results (output and graph), graphical capabilities, user-friendliness, customer 
support service and support, and community, ease of learning of the tools. Other aspects were included in 
the summary table to clarify the version of software used to conduct this research and the analysis. 
Suggestions were provided by proposing mandatory features and functions to be included in a Text 
Mining and Sentiment Analysis tool. Improvements based on insights gained on the shortcomings were 
also suggested after utilizing the tools. Recommendations to conduct Text Mining and Sentiment Analysis 
and considerations that should be taken into accounts during the analysis were also discussed.  
 
4.0 RESULTS AND ANALYSIS 
 
This sub section discusses a comparative analysis of SAS Enterprise Miner (proprietary text mining tool), 
Python and R programming (open-source text mining tools) respectively based on their capabilities. 
 
4.1 Comparative Analysis Of SAS, Python, And R 

 
Table 1 shows the comparative analysis of SAS, Python and R for text cleaning tasks.  It is observed that 
SAS has strongest capabilities in performing all necessary tasks in cleaning the texts when compared to 
Python and R. Python has errors in performing stemming, and spelling checking and correcting, and is 
also unable to perform text parsing. R was unable to perform parsing as well and has errors while 
performing stemming. 
 

Table 1. Text cleaning tasks using SAS, Python, and R 
Text Cleaning Tasks SAS Python R 

Remove Twitter username    
Remove URLs    
Remove Punctuations    
Remove Symbols    
Remove Numbers    
Remove Stop-words    
Perform Parsing  X X 
Perform Stemming  X  X  
Spelling Checking and Correcting  X   
Perform Text Filtering    

 
4.2 Text Mining Capabilities 
 
It was discovered that SAS and R enabled results output for term frequency and term association while 
python has problem in obtaining term association (see Table 2). This could be caused by the fact that 
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Python just started venturing into Text Mining in the recent years hence the packages still have large 
room for improvements.   
 

Table 2. Text Mining tasks using SAS, Python, and R 
Text Cleaning Tasks SAS Python R 

Obtaining Term Frequency    
Obtaining Term Association  X  

 
4.3 Sentiment Analysis Capabilities 
 
Since there was no access to SAS Sentiment Analysis, only Entity-/ Aspect- level Sentiment Analysis could 
be conducted using SAS Enterprise Miner that has SAS Text Miner license. SAS Sentiment Analysis was 
required to conduct Sentiment Analysis on all levels. For Python, selected packages only enabled 
document-level Sentiment Analysis to be conducted to obtain sentiment scores while R has various 
packages to support Sentiment Analysis to be conducted on all levels (See Table 3).  
 

Table 3: Sentiment Analysis using SAS, Python, and R 
Sentiment Analysis 

Levels 
Sentiment Analysis  

Outputs 
SAS Python R 

Document-level Sentiment Score X   
Sentence-level Positive and Negative words X X  
Entity-/ Aspect- level Insights derived from results  X  

 
4.4 Features And Functions Of SAS, Python, And R 
 
It was found out that Python requires the longest execution time compared to SAS and R while the 
difference between SAS and R is not significant (see Table 4). The results exportation is easier for SAS as 
users only need to use the built-in drag and drop option, but codes are required to be scripted in order to 
export certain Text Mining and Sentiment Analysis results from Python and R. Python and R has greater 
graphical capabilities compared to SAS since Python and R can generate graphics with more flexibilities in 
terms of its’ colour, size and design. This is enabled by the manipulation done in scripting codes. SAS has 
high user-friendliness as the drag and drop user interface and rich product document provide great support [6, 
32, 33]. R has middle user-friendliness as scripting codes are still required to conduct Text Cleaning, Text 
Mining and Sentiment Analysis, this also means that users need to have extensive coding knowledge and 
expertise, but their product documentation (based on packages) is always available for users. RStudio has 
an interface that allows results to be in “all-in-one” view manner (Script window, Terminal window, 
Variable window and Graph window). Python has low user-friendliness as the tool only has a scripting 
window, the codes and results are in the same window, it is possible to get messy at times.  
 

There is a lack of official product documentation since it is an open-source tool, users can only rely on 
the support from Python community. Users need time to get familiarized with the usability of the 
functions to match their research analysis, objectives and purposes. 
 

Table 4: Features and functions of SAS, Python, and R 
Features and Functions SAS Python R 

Execution time of nodes/ codes   Excellent Poor Good 
Results exportation Easier (one-click) Harder  Harder 
Graphical capabilities Fair Good Good 
User-friendliness High Low Middle 
Overall Performance Excellent Poor Good 

 
In general, SAS has the best performance because the tool has stronger text cleaning capabilities 
[33,35,36] compared to Python and R. Text Cleaning always precede Text Mining and Sentiment Analysis, 
hence stronger Text Cleaning capabilities can always yield better results for Text Mining and Sentiment 
Analysis. R has better performance compared to Python because even though both open-source tools 
have weaker text cleaning capabilities, R stood out in having a more developed packages developed to run 
comprehensive Text Mining and Sentiment Analysis. ‘SentimentAnalysis’ and ‘sentimentr’ packages are 
some of the powerful packages utilized to run Sentiment Analysis for this comparative study [13, 34]. 
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5.0 DISCUSSION 
 
After evaluating SAS, Python, and R on their capabilities in terms of Text Cleaning, Text Mining and 
Sentiment Analysis, it was suggested that the Text Cleaning capabilities of both open-source tools need to 
be diagnosed and improved to yield better Text Mining and Sentiment Analysis results. This is since the 
accuracy, reliability and consistency of results will be mandatorily affected by the output gained from 
Text Cleaning process, inevitably. Developers need to place great emphasis on improving the Natural 
Language Processing algorithm used to parse, stem and filter texts. It was clear that Python still has much 
more to catch up on, the algorithms used to manipulate texts and run analysis such as Text Mining and 
Sentiment Analysis need to be built in a more comprehensive way so that the results gained are with 
utmost usability and reliability. A comprehensive Text Mining and Sentiment Analysis tool should include 
a user-friendly interface and it should allow easy exportation of results, coding should be at minimal, and 
the tool should be supported by concise documentation and strong community. Features regarding Text 
Cleaning should be put on emphasis as Text Cleaning is a pre-requisite to Text Mining and Sentiment 
Analysis. Text Mining features that can perform text parsing, text stemming, text filtering, and spelling-
checking and correcting should be included in the tool mandatorily because these features have direct 
impact on the consistencies of the text used for Text Mining and Sentiment Analysis.  

 
For Text Mining, the tool should enable the generation of results regarding Term Frequency and Term 

Association. It was suggested that the tool mandatorily enable result generation for Term Association as 
this feature will indirectly facilitate Sentiment Analysis to be conducted on an Entity-/ Aspect- level that 
will help to drive useful insights. For Sentiment Analysis, the tool should enable Sentiment Analysis to be 
conducted on Document-level, Sentence-level and Entity-/ Aspect- level by enabling the generation of 
results regarding sentiment scores, the segregation of positive and negative terms and results generated 
based on keywords (Entity-/ Aspect- level based approach). 
 
6.0 CONCLUSION  
 
In terms of Text Cleaning, Text Mining and Sentiment Analysis, SAS, Python and R have their own capabilities 
that will affect each other sequentially and accordingly. To answer the research questions, a combination of 
SAS and R would yield better results of Text Mining and Sentiment Analysis as both tools complement 
each other’s flaws in manipulating texts and running Sentiment Analysis on all-levels. Python is still a new 
player in the field of Text Mining and Sentiment Analysis, more developments need to be taken to 
increase results accuracy and usability. In this study the number of data being used are not important as 
the results of this study focused on functions and features of each tool. Future studies should be done in 
conducting different tasks relevant to Sentiment Analysis, and Text Mining and Sentiment Analysis tools 
should be improved to enable all levels of Sentiment Analysis. The Natural Language Processing 
algorithm should really be investigated the improvement of the open-source Text Mining and Sentiment 
Analysis tool. Proprietary Text Mining and Sentiment Analysis tool should also expand its offering by 
enabling all levels of Sentiment Analysis to be conducted. Other than those, new and available packages 
for Text Cleaning, Text Mining and Sentiment Analysis using Python and R should also be tested and 
documented to expand on the evaluation on this comparison study. 
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